Child sexual abuse online - detection, removal and reporting

Fields marked with * are mandatory.

Introduction

The fight against child sexual abuse is a priority for the EU.

The European Commission published in July 2020 the EU Strategy for a more effective fight against child sexual abuse. The Strategy sets out a comprehensive response to the growing threat of child sexual abuse both offline and online, by improving prevention, investigation, and assistance to victims. It includes eight initiatives for the 2020-2025 period to put in place a strong legal framework, strengthen the law enforcement response, and facilitate a coordinated approach across the many actors involved in protecting and supporting children.

In particular, the Commission committed in the Strategy to:

- propose the necessary legislation to tackle child sexual abuse online effectively including by requiring relevant online services providers to detect known child sexual abuse material and require them to report that material to public authorities; and
- start working towards the possible creation of a European centre to prevent and counter child sexual abuse, based on a thorough study and impact assessment. The centre would provide holistic support to Member States in the fight against child sexual abuse, online and offline, ensuring coordination to maximise the efficient use of resources and avoiding duplication of efforts.

Purpose

The purpose of the present open public consultation is to gather evidence from citizens and stakeholders to inform the preparation of the above initiatives and it is part of the data collection activities that the related impact assessment announced in December 2020.

Structure

Following a first set of questions to identify the type of respondent, the consultation has two sections, one for each of the initiatives in the Strategy that it covers:

1. Legislation to tackle child sexual abuse online effectively:
   - Issue: what is the current situation and where are the gaps?
   - Legislative solution: what should it include to tackle the above gaps effectively?

2. Possible European centre to prevent and counter child sexual abuse:
   - Issue: what is the current situation and where are the gaps?
Possible European centre: what features could it have to help tackle the above gaps effectively?

**Terminology:**
The consultation uses the following terminology:
- ‘Child sexual abuse material’ (‘CSAM’), refers to material defined as 'child pornography' in Article 2(c) of Directive 2011/93/EU. The consultation uses 'child sexual abuse material' instead of 'child pornography', in accordance with the Luxembourg Guidelines.
- ‘Grooming’ refers to the solicitation of children for sexual purposes.
- ‘Child sexual abuse online’ includes both 'child sexual abuse material' and ‘grooming’.

‘Public authorities’ refers to e.g. regional, national or international government entity, including law enforcement.

**Privacy**
All replies as well as position papers will be published online. Please read the privacy statement on how personal data and contributions will be processed.

The estimated time for completion is 30 minutes. Thank you for your contribution.
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1. Legislation to tackle child sexual abuse online effectively
a. Issue: what is the current situation and where are the gaps?

1. In your experience, what types of child sexual abuse online and related activities are most concerning and should be tackled in priority?

- Distribution of **known** child sexual abuse material by uploading it to the open web (e.g. by posting it in social media or other websites, uploading it to image lockers, etc).
- Distribution of **known** child sexual abuse material via messaging applications and e-mails.
- Distribution of **known** child sexual abuse material via darknets.
- Distribution **known** of child sexual abuse material in peer-to-peer networks.
- Distribution of **new** child sexual abuse material by uploading it to the open web (e.g. by posting it in social media or other websites, uploading it to image lockers, etc).
- Distribution of **new** child sexual abuse material via messaging applications and e-mails.
- Distribution of **new** child sexual abuse material via darknets.
- Distribution of **new** child sexual abuse material in peer-to-peer networks.
- Online grooming of children.
- Children distributing self-generated material.
- Other.

Please specify:

- **500 character(s) maximum**

As a digital rights organisation we do not have the specific knowledge or expertise to reply to this question.

2. Why do you consider the above activities most concerning? Please explain, also taking into account the current measures in place that you are aware of to tackle the above activities.

- **2000 character(s) maximum**

Please specify:

- **500 character(s) maximum**
3. Considering the current gaps in the fight against child sexual abuse online that in your view exist, which of the following outcomes should the new legislation aim to achieve in priority with regard to child sexual material and online grooming?

- [ ] Reduce the amount of **known** child sexual abuse material uploaded in the open web
- [ ] Reduce the amount of **known** child sexual abuse material distributed via messaging applications and emails
- [ ] Reduce the amount of **known** child sexual abuse material distributed via darknets
- [ ] Reduce the amount of **known** child sexual abuse material distributed via peer-to-peer networks
- [ ] Reduce the amount of **new** child sexual abuse material uploaded in the open web
- [ ] Reduce the amount of **new** child sexual abuse material distributed via messaging applications and emails
- [ ] Reduce the amount of **new** child sexual abuse material distributed via darknets
- [ ] Reduce the amount of **new** child sexual abuse material distributed via peer-to-peer networks
- [ ] Reduce the amount of sexual material self-generated by children distributed online
- [ ] Enable a swift takedown of child sexual abuse material after reporting
- [ ] Ensure that child sexual abuse material stays down (i.e. that it is not redistributed online)
- [ ] Reduce the number of instances of online grooming of children
- [x] Other

Please specify:

*500 character(s) maximum*

We strongly suggest to remove practices such as grooming as one of the practices to be under the scope of any potential legislation that derogates certain aspects of the ePrivacy Directive or the future ePrivacy Regulation. The detection of grooming would require scanning of all conversations all the time, which cannot meet the requirements of necessity and proportionality that are required in order to limit fundamental rights according to Article 50.2 of the Charter of Fundamental Rights.

4. Considering the current gaps in the fight against child sexual abuse online that in your view exist, which of the following outcomes should the new legislation aim to
achieve in priority with regard to tackling child sexual abuse in general, including prevention and victim support aspects?

- Provide legal certainty for all stakeholders involved in the fight against child sexual abuse online (e.g. service providers, law enforcement and child protection organisations)
- Enable a swift start and development of investigations
- Improve transparency and accountability of the measures to fight against child sexual abuse online
- Ensure that the legislation is future proof, i.e. that it remains effective despite future technological developments
- Ensure a victim-centric approach in investigations, taking the best interests of the child as a primary consideration
- Improve prevention of child sexual abuse
- Improve assistance to victims of child sexual abuse
- Other

5. In which of the following ways do you cooperate with law enforcement authorities in the fight against child sexual abuse online?

- Forwarding reports of child sexual abuse online received from the public
- Forwarding reports of child sexual abuse online received from service providers
- Providing technology for the detection of child sexual abuse online
- Providing hash lists for the detection of child sexual abuse material
- None
- Other

Please specify:  
500 character(s) maximum

Although we do not investigate such cases, we strongly believe that in order to protect children (and create the necessary legislation) it is vitally important to investigate what is the actual problem, rather then just being led by some statistics which by themselves do not provide any information.

6. Are there any areas of improvement in the cooperation between civil society organisations and law enforcement authorities in the fight against child sexual abuse online?

- Yes
- No
No opinion

If yes, what are the areas of improvement?

More engagement with human rights groups, especially those with technical expertise.

7. In which of the following ways do you cooperate with service providers in the fight against child sexual abuse online?

- Sending notice-and-takedown requests to service providers
- Receiving reports of child sexual abuse online from service providers
- Providing technology for the detection of child sexual abuse online
- Providing hash lists for the detection of child sexual abuse material
- Advising service providers on policies to fight child sexual abuse online
- Other

Please specify:

The mere detection and removal of child sexual abuse material will not solve the underlying problem. In order to remedy the problem at its source, we need a more thorough and more broad approach. For example, the UN Committee on the Rights of the Child explains in the General comment No. 25 (2021) on children’s rights in relation to the digital environment mentions, this would require providing law enforcement with enough capacity to actually investigate cases, etc (see paras. 47 and 56).

8. Are there any areas of improvement in the cooperation between civil society organisations and service providers in the fight against child sexual abuse online?

- Yes
- No
- No opinion

If yes, what are the areas of improvement?

Civil society organisations (or the general public more generally) do not have a proper understanding of the ways in which the services providers are currently detecting, reporting and removing (alleged) child sexual abuse material. Service providers are far from transparent about the legal grounds of their actions, as well as the technical workings.

9. In your opinion, do current efforts to tackle child sexual abuse online strike an appropriate balance between the rights of victims and the rights of all users (e.g. privacy of communications)?
10. Do you have any other comments in relation to the current situation and challenges in your actions to fight against child sexual abuse online?

b. Legislative solution: what should it include to tackle the above gaps effectively?

Scope

1. If online service providers were to be subject to a legal obligation to detect, remove and report child sexual abuse online in their services, providers of which of the following services should be subject to that legal obligation?

- Instant messaging
- Text-based chat (other than instant messaging)
- Webmail
- Voice chat
- Video chat
- Video streaming
- Audio streaming
- Web hosting
- Image hosting
- Social media
- Online gaming
- Cloud infrastructure
- Message boards
No service provider should be subject to such legal obligation

Other

Please specify:

500 character(s) maximum

No service provider should be obliged to monitor information of its users for the purpose of known material of child sexual abuse, unless such an obligation is based on a court order and limited to the monitoring of specific users that are suspected of sharing such material. When service providers are obliged to remove material, they should remove only the contested material and should provide for an appeal procedure. This ensures that the restrictions on fundamental rights are proportionate.

2. If legislation were to explicitly allow online service providers to take voluntary measures to detect, remove and report child sexual abuse online in their services, providers of which of the following services should be included?

- Instant messaging
- Text-based chat (other than instant messaging)
- Webmail
- Voice chat
- Video chat
- Video streaming
- Audio streaming
- Web hosting
- Image hosting
- Social media
- Online gaming
- Cloud infrastructure
- Message boards
- No service provider should be legally enabled to take such voluntary measures
- Other

Please specify:

500 character(s) maximum

3. If legislation was to either allow or oblige relevant online service providers to detect, remove and report child sexual abuse online in their services, should the
legislation apply to service providers that offer services within the EU, even when the providers themselves are located outside the EU?

- Yes
- No

Comments

1000 character(s) maximum

4. Which types of child sexual abuse online should the possible legislation cover and how?

<table>
<thead>
<tr>
<th></th>
<th>Mandatory detection and removal</th>
<th>Mandatory reporting</th>
<th>Voluntary detection and removal</th>
<th>Voluntary reporting</th>
<th>No need to cover this in the legislation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Know child sexual abuse material (i.e. material previously confirmed as constituting child sexual abuse)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New (unknown) child sexual abuse material</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online grooming</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Live-streaming of child sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comments

2000 character(s) maximum
In our opinion, law enforcement authorities and investigative judges, along with the support of child protection agencies and organisations, are the ones responsible to ensure that illegal material, including CSAM, is removed and not available by following usual legal procedures. We are adding here some explanations on why we selected the options above:

“Known child sexual abuse material”
Once a company or an individual is aware of a breach of the law, such as illegal content being shared in any form, they need to report it to the authorities. In case they are alerted by a third-party, they should be obliged, upon the receipt of a court order or any other mandatory legal request, to verify 1) the existence of such material in their servers, in case they have access to the information 2) prevent the content from being shared further and only transmit via secure means the illegal content with the requesting authorities, in order for them to verify the legality of the content in question.

“New (unknown) child sexual abuse material
Whilst analysing known CSAM stored in servers or shared in communications of suspects may be, in certain circumstances and with all the appropriate safeguards, legal, attempting to discover unknown CSAM can only occur by scanning all the communications of everyone all the time. It means that each piece of content is analysed individually to assess its legality. This practice would not be in line with the necessity and proportionality requirements.

“Online grooming”
Whilst analysing known CSAM in servers or communications of suspects may be, in certain circumstances and with all the appropriate safeguards, legal, attempting to discover grooming can only occur by scanning all the communications of everyone all the time, collecting them and analysing each conversation to assess the legality.

5. Some of the current tools that service providers use to voluntarily detect, report and remove child sexual abuse online do not work on encrypted environments. If online service providers were to be subject to a legal obligation to detect, remove and report child sexual abuse online in their services, should this obligation apply regardless of whether these services use encryption?

- Yes
- No

Comments

2000 character(s) maximum
A legal requirement for service providers to scan electronic communications content for certain elements (e.g. detection of known CSAM), regardless of whether the service uses encryption or not, would be tantamount to a ban on services with secure end-to-end encryption. The entire purpose of end-to-end encryption is to make monitoring of communications between users technically impossible for every “man in the middle” adversary, including the service provider itself. As we consider a ban on offering encrypted communications services to be completely disproportionate with nothing less than disastrous consequences for privacy and security (for reasons explained below), legal requirements must necessarily stay within the boundaries of what the service provider is technically able to do, especially when end-to-end encryption is part of the design of the electronic communications service.

As we have explained in our dedicated paper (https://www.edri.org/files/20160125-edri-crypto-position-paper.pdf) the availability and use of high-grade encryption is essential for the protection of our digital infrastructures and communications. It is not only important for our democratic freedoms, but also vital for innovation and economic growth. Similar statements have been put forward by organisations such as Amnesty International (https://www.amnestyusa.org/files/encryption_-_a_matter_of_human_rights_-_pol_40-3682-2016.pdf) when they write that “[e]ncryption is a particularly critical tool for human rights defenders, activists and journalists, all of whom rely on it with increasing frequency to protect their security and that of others.”

That said, we understand the needs of law enforcement agencies to legally access to certain types of private communications or content which may be encrypted. We have also prepared a separate paper to investigate and find workarounds encryption: https://edri.org/files/encryption/workarounds_edriposition_20170912.pdf

6. If yes, what should be the form of such legal obligation?
   - Relevant online service providers who offer encrypted services should be obliged to maintain a technical capability to proactively detect, remove and report child sexual abuse online in their services
   - Other

Safeguards

7. To be able to detect, remove and report child sexual abuse online, service providers need to carry out a series of actions.

To what extent do you agree that the following actions are proportionate, when subject to all the necessary safeguards?

<table>
<thead>
<tr>
<th>To check whether images or videos uploaded online (e.g. to a social media platform, or a file hosting service) are copies of known child sexual abuse material</th>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
To assess whether images or videos **uploaded online** (e.g. to a social media platform, or a file hosting service) constitute **new** (previously unknown) child sexual abuse material

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To check whether images or videos sent in a **private communication** are copies of **known** child sexual abuse material

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To assess whether the images or videos sent in a **private communication** constitute **new** child sexual abuse material

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To assess whether the contents of a **text-based communication** constitute **grooming**

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To assess, based on data **other than content data** (e.g. metadata), whether the user may be abusing the online service for the purpose of child sexual abuse

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8. The actions to detect, remove and report child sexual abuse online may require safeguards to ensure the respect of fundamental rights of all users, prevent abuses, and ensure proportionality.

To what extent do you agree that the legislation should put in place safeguards to ensure the following:

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The tools used to detect, report and remove child sexual abuse online reduce the **error rate** to the maximum extent possible

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The tools used to detect, report and remove child sexual abuse online are the **least privacy intrusive**

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The tools used to detect, report and remove child sexual abuse online comply with the **data minimisation principle** and rely on anonymised data, where this is possible

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The tools used to detect, report and remove child sexual abuse online comply with the **purpose limitation principle**, and use the data exclusively for the purpose of detecting, reporting and removing child sexual abuse online

<table>
<thead>
<tr>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The tools used to detect, report and remove child sexual abuse online comply with the **storage limitation principle**, and delete personal data as soon as the purpose is fulfilled.

The online service provider conducts a **data protection impact assessment and consults the supervisory authority**, if necessary.

Online service providers are subject to the oversight of a **supervisory body** to assess their compliance with legal requirements.

Reports containing **new material or grooming** are **systematically** subject to **human review** before the reports are sent to law enforcement or organisations acting in the public interest against child sexual abuse.

All reports (including those containing **only previously known** child sexual abuse material) are **systematically** subject to **human review** before the reports are sent to law enforcement or organisations acting in the public interest against child sexual abuse.

A clear **complaint mechanism** is available to users.

**Effective remedies** should be available to users that have been erroneously affected by the actions of the service provider to detect, report and remove child sexual abuse online.

Providers should make clear in the **Terms and Conditions** that they are taking measures to detect, report and remove child sexual abuse online.

---

**Other (please specify):**

*2000 character(s) maximum*

---

**Sanctions**

9. To what extent do you agree with the following statements, in the context of possible future legislation allowing/obliging relevant online service providers to detect, report and remove child sexual abuse online in their services:
<table>
<thead>
<tr>
<th><strong>Companies should be subject to financial sanctions if they fail to meet the legal obligations (including safeguards) related to the detection, reporting and removal of child sexual abuse online</strong></th>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Companies should be subject to criminal sanctions if they fail to meet the legal obligations (including safeguards) related to the detection, reporting and removal of child sexual abuse online</strong></th>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Companies that erroneously detect, remove or report child sexual abuse online in good faith should not be subject to the relevant sanctions</strong></th>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>There should be no sanctions for failure to meet the legal obligations (including safeguards) related to the detection, reporting and removal of child sexual abuse online</strong></th>
<th>Fully agree</th>
<th>Partially agree</th>
<th>Partially disagree</th>
<th>Fully disagree</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Other (please specify):**

*2000 character(s) maximum*

We are in favour of sanctions for lack of safeguards but not for lack of pro-active detection of CSAM.

**Transparency and accountability**

10. **Transparency reports** could refer to periodic reports by service providers on the measures they take to detect, report and remove child sexual abuse online. These transparency reports should be:

<table>
<thead>
<tr>
<th><strong>Yes</strong></th>
<th><strong>No</strong></th>
<th><strong>No opinion</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Obligatory</strong> to ensure transparency and accountability</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Voluntary</strong>: an obligation would incur an additional burden on the online service providers, especially when they are small and medium enterprises</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Evaluated</strong> by an independent entity</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Standardised</strong>, to provide uniform quantitative and qualitative information to improve the understanding of the effectiveness of the technologies used as well as the scale of child sexual abuse online</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Other (please specify):**
11. **Transparency reports** should include the following information:

- Number of reports of instances of child sexual abuse online reported by type of service
- Number of child sexual abuse material images and videos reported by type of service
- Time required to take down child sexual abuse material after it has been flagged to/by the service provider
- Types of data processed to detect, report and remove child sexual abuse online
- Legal basis for the processing to detect, report and remove child sexual abuse online
- Whether data are shared with any third party and on which legal basis
- Number of complaints made by users through the available mechanisms and the outcome of those proceedings
- Number and ratio of false positives (an online event is mistakenly flagged as child sexual abuse online) of the different technologies used
- Measures applied to remove online child sexual abuse material in line with the online service provider’s policy (e.g. number of accounts blocked)
- Policies on retention of data processed for the detecting, reporting and removal of child sexual abuse online and data protection safeguards applied
- Other

**Performance indicators**

12. Which indicators should be monitored to measure the success of the possible legislation?

- Number of reports of child sexual abuse online reported by company and type of service
- Number of child sexual abuse material images and videos reported by company and type of service
- Time required to take down child sexual abuse material after it has been flagged to/by the service provider
Number of children identified and rescued as a result of a report, by company and type of service

Number of perpetrators investigated and prosecuted as a result of a report, by company and type of service

Number of related user complaints as a result of a report, by company and type of service

Other

2) Possible European centre to prevent and counter child sexual abuse

a. Issue: what is the current situation and where are the gaps?

1. Do you see a need for additional coordination and support at EU level in the fight against child sexual abuse online and/or offline to maximize the efficient use of resources and avoid duplication of efforts?
   - Yes
   - No
   - No opinion

Comments

2. Please specify the challenges in the fight against child sexual abuse that could benefit from additional coordination and support at EU level

- Law enforcement: lack of an EU approach (i.e. based on EU rules and/or mechanisms) to detect child sexual abuse online and in particular lack of a single EU database to detect known child sexual abuse material
- Law enforcement: lack of EU approach to determine relevant jurisdiction(s) of the instances of child sexual abuse online and to facilitate investigations
- Law enforcement: lack of an EU approach in the functioning of hotlines to report child sexual abuse online
- Law enforcement: lack of control mechanism at EU level to ensure accountability and transparency (e.g. in cases of erroneous takedown or abuse in the search tools to report legitimate content, including misuse of the tools for purposes other than the fight against child sexual abuse)
Prevention: insufficient research into what motivates individuals to become offenders
Prevention: lack of evaluation of effectiveness of prevention programmes
Prevention: insufficient communication and exchange of best practices between practitioners (e.g. public authorities in charge of prevention programmes, health professionals, NGOs) and researchers
Assistance to victims: insufficient research on the effects of child sexual abuse on victims
Assistance to victims: lack of evaluation of effectiveness of programmes to assist victims
Assistance to victims: insufficient communication and exchange of best practices between practitioners (e.g. public authorities, health professionals, NGOs) and researchers
Other

b. Possible European centre: what features could it have to help tackle the above gaps effectively?

Roles

Law enforcement support

1. Should the centre be established, which of the following functions would be relevant to support law enforcement action in the fight against child sexual abuse in the EU?

<table>
<thead>
<tr>
<th>Function</th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Somewhat relevant</th>
<th>Not relevant</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receive reports in relation to child sexual abuse, ensure the relevance of such reports, determine jurisdiction(s), and forward them to law enforcement for action</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintain a single EU database of known child sexual abuse material to facilitate its detection in companies’ systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coordinate and facilitate the takedown of child sexual abuse material identified through hotlines</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitor the take down of child sexual abuse material by different stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2. What other roles, if any, could the possible centre, play in relation to the EU co-funded network of INHOPE hotlines in the Member States? (INHOPE is an international association of Internet hotlines co-funded by the European Commission. It focuses on the removal of illegal content, specifically child sexual abuse material online)

3. Should the centre be established, which of the following functions would be relevant to ensure transparency and accountability regarding actions of service providers to detect, report and remove child sexual abuse online in their services?

<table>
<thead>
<tr>
<th>Function</th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Somewhat relevant</th>
<th>Not relevant</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensure that the tools employed are not misused for purposes other than the fight against child sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ensure that the tools employed are sufficiently accurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ensure that online service providers implement robust technical and procedural safeguards</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Draft model codes of conduct for service providers’ measures to detect, report and remove child sexual abuse online</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanction service providers whose measures to detect, report and remove child sexual abuse online, including associated technical and procedural safeguards, do not meet legal requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receive complaints from users who feel that their content was mistakenly removed by a service provider</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Comments (including other possible functions to ensure transparency and accountability, if any):

1000 character(s) maximum

4. Please share any good practices or any other reflections with regard to the support to law enforcement investigations that the possible centre could provide.

1000 character(s) maximum

Prevention

5. Should the centre be established, which of the following functions would be relevant to support prevention efforts in the fight against child sexual abuse in the EU?

<table>
<thead>
<tr>
<th>Function</th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Somewhat relevant</th>
<th>Not relevant</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Member States in putting in place usable, rigorously evaluated and effective multi-disciplinary prevention measures to decrease the prevalence of child sexual abuse in the EU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serve as a hub for connecting, developing and disseminating research and expertise, facilitating the communication and exchange of best practices between practitioners and researchers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Help develop state-of-the-art research and knowledge, including better prevention-related data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provide input to policy makers at national and EU level on prevention gaps and possible solutions to address them</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comments (including other possible functions to support prevention efforts, if any):

1000 character(s) maximum
6. What key stakeholders in the area of prevention should the possible centre cooperate with to stimulate the exchange of best practices and research?

1000 character(s) maximum

7. What role could the possible centre play to improve the cooperation with industry on prevention?

1000 character(s) maximum

8. What practical actions could the possible centre take to raise awareness on prevention issues?

1000 character(s) maximum

Assistance to victims

9. Should the centre be established, which of the following functions would be relevant to support efforts to assist victims of child sexual abuse in the EU?

<table>
<thead>
<tr>
<th></th>
<th>Very relevant</th>
<th>Relevant</th>
<th>Somewhat relevant</th>
<th>Not relevant</th>
<th>No opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support implementation of EU law in relation to assistance to child victims of sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support the exchange of best practices on protection measures for victims</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carry out research and serve as a hub of expertise on assistance to victims of child sexual abuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support evidence-based policy on assistance and support to victims</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support victims in removing their images and videos to safeguard their privacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ensure that the perspective of victims is taken into account in policymaking at EU and national level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Comments (including other possible functions to support efforts to assist victims of child sexual abuse, if any):

1000 character(s) maximum

10. Who are the potential key stakeholders in the area of victim support the possible centre should cooperate with to facilitate the exchange of best practices and research?

1000 character(s) maximum

11. What key actions could the possible centre undertake to ensure that the perspective of child victims is taken into account in policymaking at EU and national level?

1000 character(s) maximum

12. What practical actions could the possible centre take to raise awareness of children’s rights and of child victims’ needs?

1000 character(s) maximum

13. What good practices can you point out with regard to the potential centre’s support for assistance to victims?

1000 character(s) maximum

**Governance and type of organisation**

14. Which stakeholders should be involved in the governance of the possible centre?

1000 character(s) maximum

15. What would be the most appropriate type of organisation for the possible centre?

- EU body
16. How should the possible centre be funded? (please select as many options as appropriate)

- [x] Direct funding from the Union budget
- [ ] Mandatory levies on industry
- [ ] Voluntary contributions from industry
- [ ] Voluntary contributions from not-for-profit organisations
- [ ] Other

17. Are you aware of any organisations which you believe could serve as suitable models/references or which could provide best practices/lessons learned for the possible centre? Please specify.

1000 character(s) maximum

18. Other comments:

2000 character(s) maximum

If you would like to submit a document completing your answers to this consultation you can do that here.
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